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S1. Diameter and intensity of focal spots of multifunctional metasurface lens

The focal spots generated by a multifunctional metasurface lens (MML) are compared to those generated by a single full metasurface lens of the same diameter. The calculated intensity profile of the transmitted beam at a wavelength of 550 nm and based on the Fresnel approximation is shown in Fig. S1. The focal spot of the multifunctional metasurface lens (Fig. S1b-c) at focal plane of 100 μm are seen to feature a spot size with full width at half maximum (FWHM) of 640 nm that is equal to that of the single lens (Fig.S1e-f). In experiment, the focal spot of MML measures FWHM of 683 nm at an illumination wavelength of 550 nm at the focal plane 100 μm behind the MML, which agrees well with optical simulations. By utilizing our multiplexing method, the diameter of each sub-lens within multifunctional metasurface lens is equal to that of a single lens, thus each MML has the same effective numerical aperture as the single full lens. Therefore, the multiplexed multifunctional metasurface lens shows an enhanced numerical aperture as compared to spatially separated multifunctional optical elements, where the lens area for each individual lens scales as $1/N_c$ with $N_c$ the number of sublenses, resulting in a reduced N.A. for each sublens. This approach has the advantage of adding multiple optical functionalities without compromising spatial resolution.
Fig. S1. (a) Simulated intensity profile behind the multifunctional metasurface lens in the x-z plane. (b) Simulated two-dimensional intensity profile in the focal plane of z=100 μm. The scale bar is 2 μm. (c) Simulated (continuous line) and measured (solid circles) cross sectional intensity profile through the focus along the x axis at the focal plane. (d) Simulated intensity profile behind the single full metasurface lens in the x-z plane. (e) Simulated two-dimensional intensity profile in the focal plane at z=100 μm. The scale bar is 2 μm. (f) Simulated (continuous line) and measured (solid circles) cross sectional intensity profile through the focus along the x axis at the focal plane.

One limitation of spatially multiplexed optical elements with a shared aperture is seen in the corresponding loss in amplitude of the focused light. The maximum intensity of each focal spot is attenuated by a factor \(1/N_c^2\) compared to a full single lens at same focal spot. As shown in Fig. S1b, the maximum intensity for the three-function multiplexed ML \(I_{\text{MML}}\) is equal to 0.12 \(I_0\), where \(I_0\) is the maximum intensity of focal spot of non-multiplexed ML. The ratio between \(I_{\text{MML}}\) and \(I_0\) is close to what is theoretically predicted: \(1/N_c^2 = 1/9 = 0.111\). The integrated power of the main-lobe of focal spot \(P_{\text{MML}}\) is equal to 0.12 \(P_0\), where \(P_0\) is the integrated power of the main-lobe of focal spot of a non-multiplexed metasurface lens. However, the integrated power of the MML at focal plane \(P_{\text{MML}}\) including all the background speckle, is equal to 0.31 \(P_0\), where \(P_0\) is the integrated power at the focal plane of a non-multiplexed metasurface lens. The missing power in the focal spot in the case of MML is redistributed in background speckle. For imaging systems, especially microscopes, the achievement of a high spatial resolution image is often more important than achieving a high brightness image, which can often be mitigated by increasing the intensity of the light source or the imaging integration time.

**S2. Strategy for spatial multiplexing**

A spatially multiplexed multifunctional metasurface lens can achieve multiple optical functions within a shared surface region or aperture. The design of a MML begins with choosing the phase profiles of multiple desired optical elements that are to be included. The phase profiles of each
element are then spatially segmented. The different phase profiles belonging to the different optical elements are then spatially interleaved by removing segments from each phase profile and combining the remaining segments into a non-overlapping combined phase profile that completely fills the available surface area. Each phase profile in the resulting spatially multiplexed metasurface is given an equal area/weight.

In the process of spatially multiplexing an optical element, many choices can be made for the size and shape of the sub-sections. In Fig.1c, we first divide each concentric ring into 32 equally-sized pieces, and then we randomly choose one third of the area in each ring from each original lens. We then multiplex them by superposing the complementary parts of each of the three original lenses to create a single, multi-wavelength lens that fills the entire surface area. The divided segments are randomly chosen and are given a random tangential offset to minimize diffractive effects typically seen for periodic patterns. The size of the fixed-phase segments could in principle be varied between the size of the original lens and the size of the individual building blocks (the Si nanobeams). However, for very small segments the grain boundaries between the sub-sections with different nanobeam orientations result in an ill-defined phase, resulting in a deviation from the designed phase pattern and a reduced focusing efficiency. Having very few sub-elements on the other hand results in an under-representation of certain functional elements and an over-representation of others in certain spatial regions of a composite optical element. This again leads to a performance degradation of the composite optical element. Here, we have chosen a reasonable compromise and divided the lens into 5536 parts with roughly equal area of approximately 1 \( \mu \text{m}^2 \).

In addition to the randomized tangential offsets of the segments described above, we also investigated other spatial multiplexing choices. We found that when the lens is divided into random placed square segments in a checkerboard pattern, the metasurface lens could achieve wavefront shaping with improved imaging and focusing properties. However, we also found that for lenses divided into segments that are smaller than approximately 200 nm \( \times \) 200 nm, the maximum intensity drops significantly, as shown in Fig. S2. This is attributed to the fact that the segments feature only very few Si nanobeams, and each segment no longer serves as a waveplate, as assumed in the optical design. In this case the coupling between antennas of different orientation needs to be taken into account.
**S3. Imaging using a metasurface lens**

Imaging using a conventional lens is shown schematically in Fig. S3a. The distance $s_1$ between the object and the conventional lens and the distance $s_2$ between the lens and the images follows from the lens equation. Imaging using a metasurface lens is shown schematically in Fig. S3b. A single non-multiplexed metasurface lens can act as a single lens imaging system. For a ML based on the geometric phase, the lens acts as a positive or negative lens depending on the helicity of the incident light. For left-circularly polarized (LCP) light, the fabricated metasurface lens serves as a positive lens which causes the light from the object to refocus at an image plane on the transmission side of the lens, forming a real, inverted image of the object. The object and image distances $s_1$ and $s_2$ follow the lens equation, with a modification due to the presence of a planar glass substrate. The image magnification can be varied as in traditional single-lens imaging by adjusting the distance between object and the metasurface lens. The real image generated by a metasurface lens can be directly captured by a CCD placed in the focal plane. In the present study the size of metasurface lens is small in order to limit the fabrication time, and combined with the small focal length the size of the resulting images is on the micrometer scale. The
generated image is therefore magnified using an optical microscope and projected onto a CCD camera.

![Diagram of imaging using a conventional lens and a metasurface lens illuminated with left-circularly polarized light.](image)

**Fig. S3** (a) Schematic of imaging using a conventional lens. (b) Schematic of imaging using a metasurface lens illuminated with left-circularly polarized light.

**S4. Imaging using a single metasurface lens**

Here we demonstrate the imaging properties of a single non-multiplexed metasurface lens with a numerical aperture of 0.43 and a focal length of 100 μm. Figure S4a shows a white-light reflection optical microscopy image of the lens, which appears blue-green. A Thorlabs 1951 USAF resolution target back-illuminated by a tunable laser source is used as the object. The imaged region contains the number 7 and slits with a line width of 4.3 μm and periodicity of 7.8 μm. The optical microscopy image of the target is shown in Fig. S4b. For incident LCP light the fabricated metasurface lens acts as a positive lens that forms a real, inverted image at an image plane on the transmission side of the lens. Using a microscope objective to probe the image plane of the metasurface lens, we detect the inverted image of the target created by the metasurface lens in Fig. S4c. When the object is illuminated with right circularly polarized (RCP) light, the
metasurface lens acts as a negative lens that generates a virtual image on the object side, as shown in Fig. S4d. Consistent with the theoretical calculation of the spatial resolution for a lens of this N.A., we are able to easily resolve these micron-sized features.

**Fig. S4.** (a) The reflection optical microscopy image of a non-multiplexed metasurface lens. (b) The transmission optical microscopy image of resolution target under 20× magnification. Generated images by the metasurface lens with (c) positive focal length and thus real image respectively, and (d) negative focal length and thus virtual image. (e-g) Images regenerated by metasurfaces upon different color illumination at wavelength of 480nm, 550nm, and 620nm respectively. The scale bar is 10 μm.

The metasurface lens in Fig. S4 was designed for optimal focusing of green light with a wavelength of 550 nm. When the object is illuminated with a different wavelength, such as red or blue, images are formed at different distances from the metasurface lens and with different magnification due its chromatic dispersion properties, (See Fig. S4e-g). The image quality and
efficiency would also be wavelength-dependent. The zeroth-order diffraction (transmitted laser beam without encoded phase information) would add a background signal with opposite helicity to that of the 1st order diffraction (encoded with phase) and is therefore filtered out by adding a quarter waveplate and a linear polarizer before the CCD. In the measurements shown in Fig. S4c-g, no circular polarizer was added before the CCD and consequently a background signal is present caused by the 0th order diffraction, the strength of which depends on the first-order diffraction efficiency of the metasurface lens. For a wavelength of 620 nm, the metasurface has a lower ratio between the image-forming diffracted light and the transmitted zeroth-order contribution, therefore there is more background signal in Fig. S4g. Note that at shorter wavelength (blue image) a higher spatial resolution is achieved, as expected.

**S5. Schematics of imaging using multifunctional metasurface lenses**

Figure S5 shows the schematic of the imaging systems for the two multifunctional metasurface lenses discussed in the manuscript. The imaging system with the interleaved multifunctional metasurface lenses can be approximated as a superposition of multiple metasurface sublenses. In one of our designs, the three sublenses featured a shared focal length of 100 μm at three different wavelengths respectively. We are interested in the image plane corresponding to the focal length of 100 μm.

The axial MML has a shared optical axis for the three sublenses and therefore focuses RGB light to the same focal spot. Figure S5a shows in a schematic how this MML is used for imaging purposes. For clarity, only the rays corresponding to the focal length of 100 μm are plotted in the figure. After the light passes through the axial MML the chosen phase profile ensures that RGB colors come into focus at the same location in the image plane corresponding to a focal length of 100 μm.

The imaging schematic for the color separating MML is shown in supplementary Fig. S5b. Again only the rays corresponding to the designed focal length of 100 μm are shown in the figure. After the light passes through the color separating MML, we expect that at the image plane corresponding to the focal length of 100 μm, RGB colors will come into focus onto the same image plane, but with RGB colors steered to different lateral positions within the image plane.
**Fig. S5.** (a) Schematic of the imaging system of the axial MML, which focus RGB colors at the same location in the shared image plane. (b) Schematic of the imaging system of the color separating MML, which separates different colors at different locations on the shared imaging plane.

**S6. Images generated by axial MML**

We have demonstrated multi-wavelength imaging with the axial MML design (Fig. 1 and 2 and Fig. S5). The optical microscopy image of an axial MML is shown in Fig. S6a. The axial MML will project RGB colors onto the shared image plane without color separation. Here, we choose RGB pixels from a cell phone LCD screen as the object, as shown in the conventional optical microscopy image in Fig. S6a. It contains RGB pixels within the same plane and the size of each pixel is on the order of 20 μm, smaller than the diameter of the MML. When light from the LCD screen passes through the axial MML, which can be approximated as a superposition of three sub-lenses with a common optical axis, each sub-lens focuses the LCP component of each color channel to the shared image plane (Fig. S5a). The resulting image is captured by a microscope objective (Fig. S6c). The MML is seen to image the three differently colored pixels onto the same image plane corresponding to a focal length of 100 μm and the resulting image is inverted as expected. Due to the presence of a thick glass cover on the LCD screen, the MML is located about 1 mm away from the object, and therefore the image generated by MML is de-magnified by a factor of 6. Although the RGB pixel array is very large compared to the metasurface lens, only the pixels within the field of view of the metasurface lens are imaged and shown in the refocused image (See Fig. S6c-e). For pixels further from the axis of lens, the off-axis aberration is more severe, resulting in a reduced brightness and resolution at the edge of the image. The emitted light from the LCD display is linearly polarized, and consequently only half of the light (the LCP component) comes into focus and generates the image, while the light with the opposite polarization results in the background signal in the image.
In addition to the image plane shown in Fig. S6c, there are other image planes corresponding to additional focal lengths. Figure S6d shows the image generated by this axial MML at the image plane corresponding to the focal length of 87 μm, where red and green pixels are focused by the sublenses designed for blue and green light respectively. Figure S6e shows the image at the image plane corresponding to the focal length of 117 μm, where blue and green pixels are focused by the sublenses designed for green and red light respectively. The magnification of the images is different at different image planes, because the corresponding focal lengths are different. In addition, in this case these additional image planes are far away with respect to the microscope’s depth of focus. For this reason, these additional image planes cannot be seen in Fig. S6c.

**Fig. S6** (a) Optical microscope images of the axial MML. (b) a target (iPhone 6) emitting RGB colors from the same plane, and (c) image formed by the axial MML at a shared image plane corresponding to focal length of 100 μm. Image generated by this MML at other image planes (d) where red and green are focused on the same image plane and (e) where green and blue are focused on the same image plane. The scale bar is 20 μm.

**S7. Images generated by the color separating MML**

The optical microscopy image of a color separating MML is shown in Fig. S7a. This MML separates different colors at different locations on the shared imaging plane. The original image generated by the color separating MML is shown in Fig. S7b. Some degree of spatial and chromatic crosstalk occurs between the different color channels, which can be filtered out as described in the following. Figure 5c shows the image after filtering out spurious signal from additional color channels.
There is crosstalk between the different imaging planes due to the chromatic dispersion that is present within each sub-lens. For example, the image plane corresponding to a focal length of 87 μm will produce a background signal at the image plane corresponding to the focal length of 100 μm. As a result, a blue and green speckle pattern is present on the red ‘S’ image, which can be filtered out by simple image processing. The individual detected RGB images associated with the color channels in Fig. S7b are plotted respectively in Fig. S7c-e. This separation into R, G, and B channels largely removes the speckle caused by other sublenses and colors. For instance, the blue and green speckle on top of the red ‘S’ seen in Fig. S7b is absent from the red channel shown in Fig. S7c. Note that a red speckle is still visible at the center of Fig. S7c. In the final image Fig. 5c this image portion has been removed by limiting the field of view to the region of the S only. In practice this means that the field of view will be related by the lateral color displacement in this color-separating MML. A similar field-of-view reduction was done for the blue and green channels. Finally a small cross-talk contribution was removed from the green channel. The design wavelength for the blue color of the color separating MML is 480 nm, which does not exactly match the peak wavelength of the color filter on the color CCD used here. Therefore, light with a wavelength of 480 nm will cause a small signal contribution in the green color channel, as seen in Fig. S7d. This type of cross-talk can be avoided in practice by more precisely matching the filter response with the design wavelength. In Figure 5c, this small blue-green cross-talk contribution was subtracted from the green image. The multifunctional metasurface lens combined with simple post-processing allows imaging and color separation using a single MML, which could not have been achieved by a single traditional optical element.

**Fig. S7** (a) Optical microscopy image of a color separating MML. (b) Original image generated by this MML at the shared image plane. (c-e) The RGB color channels of digital image in (b) are plotted respectively. The scale bar is 20 μm.
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with high numerical apertures and large efficiency based on high-contrast transmitarrays. 


